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Abstract

In business Internet-based systems demands and supplies can be hidden in different forms and locations. We de-
velop a simple type of agents called knowledgeable objects for carrying and mapping heterogeneous and distrib-
uted business data in a self-processing way. Internet agents coordinate these invisible agent objects to implement
a competitive mapping via agent bidding. Interval-valued numbers and fuzzy ranking are utilized for represent-
ing and clustering dynamic business data. The concept of agent awareness and invisibility is used for regulating
agent interaction scope to decrease mapping time and to accord with system capacity. Our analysis shows that
this combination of agent-interval-based techniques not only meets the distributed, heterogeneous, and dynamic
tendencies of E-business systems but also makes the mapping process more autonomous and efficient.
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1. Introduction

The Internet provides opportunities to build large-scale, heterogeneous, dynamic, and
joined business systems. However, in this information age, business involves huge amounts
of distributed and heterogeneous data which may be visible or invisible on the Internet. In
this e-business environment, data processing and many decision making processes need to
be automated as retrieving, analyzing, and processing these data manually could be ex-
tremely costly and time consuming [Horn, 22]. Mapping business demands and supplies
into transactions is one of the key steps in business automation. There is an increasing
need to have efficient mapping models and mechanisms since the business demands and
supplies can have various forms, relate to different categories, and participate in different
transactions simultaneously.

The problem of mapping demands and supplies in e-business systems may appear in
different contexts, such as mapping producers to consumers in e-supply chains [Walsh and
Wellman, 57], mapping traders in e-marketplaces [Maes et al., 35; Dailianas et al., 12;
Strobel, 54], bids to asks in auctions [Kalagnanam et al., 26], mapping business com-
ponents to each other in e-management [Huhns and Singh, 23; Sycara et al., 55;
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Sheth, 50], mapping applicants to positions in e-recruitment [Gates and Nissen, 17]. Re-
gardless of its contexts business mapping involves: (i) frequent and cooperative usage of
distributed and heterogeneous data or knowledge from files, databases, interaction with
users, and assisting software, (ii) multiple criteria in estimating e-business values, (iii) dy-
namic changes of business data, and (iv) possibilities of having incomplete data because
the data is not fully available, missing, or damaged.

Mapping business demands and supplies in this environment is extremely difficult since
a demand or supply can be involved in several transactions at a time or relate and depend
on each other. Besides, the business values of demands and supplies can be evaluated in
different ways using different resources. For example, a business partner can be estimated
by different criteria such as volume of production, product variety, returned capital, prof-
itability. The estimation from each of these points of views can be made based on various
knowledge and data which are distributed at different locations on the networks and with
different accreditation levels. Thus, in e-business the classical problem of mapping [Heck-
bert, 20] now obtains a new and more complicated form than just matching members of
a set to the other members of this set. This new form challenges us by the multiple val-
ues of multiple criteria, dynamic changes, and the possible incompleteness of data. To
deal with these issues we need to be able to: (i) represent and carry business informa-
tion about demands and supplies given in heterogeneous forms, with frequent changes and
different levels of endorsement and completeness, (ii) measure the mapping degrees with
multiple criteria and multiple values, and (iii) autonomously coordinate nested and parallel
processes with distributed data.

In order to achieve these goals we propose an agent-based and interval-valued model,
called ASTAM, which uses: an agent-based tool for data representation called knowledge-
able objects for handling (i); interval-valued numbers and fuzzy ranking for (ii); and vari-
ous types of agents as system components to deal with (iii).

We describe knowledgeable objects as invisible agents for representing business de-
mands and supplies and their states in the context of business automation in Section 2. The
modeling of E-business values using interval-valued numbers is explained in Section 3.
Then, the interval-based fuzzy mapping mechanism is presented in Section 4. The agent-
based architecture for coordinating and mapping knowledgeable objects is depicted in Sec-
tion 5. In Section 6, we describe the e-city project as an environment and case study for
the proposed model. Several experimental results on ASIAM in the e-city are provided in
Section 7. In Section 8, ASTAM is analyzed via comparisons with related works. Finally,
we conclude and discuss future research in Section 9.

2. Invisible agents for representing business demands and supplies

In business automation software agents are built to replace or support intellectual labors
in inputting, carrying, and analyzing data, responding to customers, or executing admin-
istrative works. The research and developments of software agents have shown their au-
tonomy and flexibility with many useful applications for specific scenarios in different
areas such as: coordination [Sycara et al., 55], information management [Bergamaschi and
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Beneventano, 8], web search [Somlo and Howe, 52], negotiation [Kraus and Lehmann, 31],
auction [Stone et al., 53], trading [Maes et al., 35], automated decision making
[Sandhom, 48], contract forming [Collins et al., 10], personal use [Abu-Hakima et al., 1],
and user-interface [Lieberman et al., 34]. Therefore, we will adopt the agent concept in
building tools for representing the business demands and supplies in a self-processing way
as in large-scale business systems the demands and supplies can appear in different forms
and locations and it requires a flexible and autonomous means to process them.

Among the software agents used in e-business systems on the Internets only personal
agents and user-interface agents are visible to the users while most of other agents are not
aware by the users. These agents are invisible because they can run autonomously without
user interference and there is no need for the users to monitor them. The invisibility can
also hide the complexity of the systems from the participants. We will deploy this feature in
developing tools for representing business data, especially the demands and supplies. We
describe the basic concepts and structures of these agent-based tools called knowledge-
able objects, the features of demands and supplies in the business automation context, and
how the knowledgeable objects can be used to represent business demands and supplies as
follows.

2.1. Knowledgeable objects as invisible agents

The knowledgeable objects (KO) are a mix of objects and agents. Implemented as agents
they are light-weight autonomous programs. Constructed as objects they have a common
and simple structure of three parts: head, data, and instructions. A knowledgeable object
is created as an instance of this common prototype where the formats of the data and the
instructions are fixed, however the contents of the data and the instructions can be cus-
tomized. Depending on the permission setting a KO can be open or closed with different
degrees to the other KOs. The data of a KO can be processed by the instructions from the
other KOs and vice verse. Each knowledgeable object is designed for representing a de-
mand, a supply, or an intermediary transaction component in e-business systems. Business
knowledge is integrated into KO through the KO instructions or into the knowledge bases
which are provided to the KOs via system services.

In order to reduce the complexity of large-scale business systems, where there may be
millions of demands and supplies, we build KO as invisible agents which are not only in-
visible from the users but may also be invisible from each other under given circumstances.
This feature is based on the fact that in the real life a person with some demand would re-
strict himself in small groups instead of going around and ask all other persons in a large
society for a match to his demand because of the deadlines and the privacy. In order to
reduce the system workload these agents—KO should be light-weight as the number of
them can be very high since we need one KO per demand, supply, or data item.

As business demands and supplies come from data items hidden in different forms,
a knowledgeable object is used to represent an data item of different types: files (text,
binary, audio, video, images, etc.), a record or a field in a database, e-mails, data streams
from robot sensors, etc. The head part contains the KO identification info, links or pointers
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Figure 1. Knowledgeable objects for representing business data.

to the given data item. The data part contains the list of keys and other attributes for the
given data item such as priority, creation time. The instruction part defines the actions
which can be implemented over the given data item. There are several types of instructions:
system, imported, exported, and internal. System instructions are the instructions defined
in the system instruction set (SIS) by the middleware to support KOs. Imported instructions
are the instructions defined by other KOs which interact with the given KO. Exported
instructions are the instructions defined by given KO which it would like to perform over
the other KOs when they interact each other. Internal instructions are the instructions
defined by the KO and are implemented when the KO is active. There are permissions for
each of these instruction types and they are defined by the owner of the KO when the KO is
created. The permissions can be changed during KO life. Figure 1 illustrates the structure
of KOs and how they are created from different data items.

Compared with traditional ways of data representation such as files or databases KO
represent data items in a more active way. While data items in files and database which
are passive and can be retrieved and processed only by external processing programs or
queries, with KOs the data can process itself through KO activities using their instructions,
the related data can find each other via KO interactions, more details on KO features are
described in [Pham, 43].

Having a structure as of objects, KOs are more autonomous compared with regular ob-
jects in CORBA or DCOM, since each KO runs as an independent program and its data
is stored in nonvolatile memory. A regular object and all the data it carries would be de-
stroyed if the supporting program or middleware stops. However, a KO, in the passive
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state when its program is not running, can be resumed and continued with all the data
saved from previous activities. Another difference of KO from regular objects is that even
though regular objects may contain member functions they cannot interact with each other
by themselves directly without additional instructions in the programs which harbor them
while KO can, as explained later in Section 2.3 or in [Pham, 43].

Having autonomous features of software agents, the KO model is different from the
other agent-based systems by using one KO for each single data item as a combined
representation-processing tool with a one-to-one style. Most other models build an agent
for processing many data items, as a processing tool rather than as a representation tool,
and with a one-to-many style. Thus, a data item represented and processed by one KO
may be more active than the data items many of those are processed by one agent. Nev-
ertheless, the disadvantage of KO model would be the high number of KOs which would
require much more system resource compared with the other agent-based systems. That
is why we propose the agent invisibility concept to reduce the scope of KO interactions
and use the agent passive state to decrease the resource usage. More details on how the
agent invisibility and awareness concept helps to regulate the scope of KO interactions is
described in Section 2.3.

2.2.  Demands and supplies in business atomation

Conducting business requires business data BD and business knowledge BK. The business
data BD provides information about: (i) the states of business parties which participate in
different business processes or transactions, and (ii) the states of business transactions 7 =
{T1, T», ...}. The goals of business parties can be divided into demands D = {Dy, D3, ...}
and supplies S = {51, S2,...}. A match of supplies to demands M({D}, {S}), where
M:D,S—>T, De D, Se S, can result in a business transaction 7* € T. The business
knowledge BK contains the rules for business transactions defining when or how they
should occur. Business activities A are needed to obtain, update, and prepare data for the
transactions. Business activities A can be considered as internal business transactions, i.e.
ACT.

The goal of business automation is to reduce human participation to the minimum so
that it would decrease operation costs, time delays and therefore increase profits and the
quality of service. Business automation includes the automations of obtaining data, gen-
erating business demands and supplies, mapping demands and supplies into transactions
and carrying out these transactions on behalf of business parties. Examples of autonomous
or partly autonomous business systems are amazon.com, e-bay.com, travelocity.com. Not
only a purchasing order but a request for a meeting with the manager can also be a business
demand. In this case the availability of the manager at a specific time can be considered as
a business supply.

The intricacies of business automation are that business data DB can have different
forms, come from different sources, available at different times and relate to each other
in different ways. Besides, regardless of the automation degree there are always some
steps that may involve human actions such as users in making business demands or experts
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Figure 2. Demands and supplies in an automation business scenario.

and managers in making the final decisions. Therefore, the business automated systems
should also be able to integrate human activities. In order to build a business automation
system we would need to do the following:

Automation of data retrieval, updating, and integrating (Data Automation).
Automation of data analysis and linking (Analysis Automation).

Automation of formulating demands and supplies (Demand—Supply Automation).
Automation of forming transaction (Transaction Automation).

Automation of carrying out transactions (Implementation Automation).

Dk =

An example of how demands and supplies involve in these automation steps is illustrated
in Figure 2.

Data Automation. Retrieve, update, and integrate business data automatically is a big
challenger since data can be heterogeneous and distributed coming from: (i) data sources
such as databases, files, Internet, etc., or (ii) interactions with people such as on-line dia-
logues, phones, faxes, etc. There are two main approaches in dealing with this problem:
structural and semantic [Bergamaschi and Beneventano, 8]. While structural methods re-
quire intermediate brokers semantic methods require the acceptance and the use of the
same standards in describing and creating data for all sources.

Analysis Automation. Analyze and link automatically data which relate to each other is
another difficult problem. Techniques developed for data mining and data warehousing
[Karguptaet al., 28] and knowledge discovering [Jensen et al., 25] can be used for this step
of business automation.

Demand—Supply Automation. The automation of formulating business demands and sup-
plies means to generate business requests when they are needed and to represent business
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capabilities of business resources when they are available, all without human intervention.
For example: an invoice attached to an e-mail received by the purchase department should
generate automatically (without having people to read the e-mail or open files) a business
demand to the accounting department for making the proper corresponding payment; on
the other hand, as long as the balance allows and the purchasing rules are satisfied the
capability of the accounting department to make such payments should be represented as
a business supply and should be aware of by all other departments. As most of the ex-
isting systems are specialized in specific problems, this automation step is done by the
user-interface component which directly accepts the demands and supplies from the users
in specific formats [Sen et al., 49]. The existing mechanisms work well in specific domains
but we lack general-purpose mechanisms which can generate heterogeneous demands and
supplies from heterogeneous business data.

Transaction Automation. In order to establish the transactions automatically we need to
match business supplies to business demands [Pham and Sharif, 46]. Matching could have
forms of not only one-to-one but also one-to-many or many-to-one [Dailianas et al., 12], or
it could take a chain of supplies to satisfy a demand. A transaction may includes or triggers
other transactions such as in supply chains [Walsh and Wellman, 57] or B2B. Once, when
the demands and supplies are matched they usually should be eliminated from further
matching unless the transaction is cancelled. However, in some cases the supplies which
represent almost unlimited capabilities should still be kept in the system after the matching.
The key point of successful business automation is how to formalize the demands, supplies,
and the transactions so that it is universal while reflecting precisely different business logics
in the real world.

Implementation Automation. The automation of carrying out separate transactions is
straightforward. Everything such as terms or conditions is already given in the formulated
transactions. The procedure of how to implement a given transaction is defined based on
the rules given in the business knowledge-bases and business databases. However, imple-
menting related transactions is more sophisticated [Sheth, 50] as it requires coordination
and conflicts solving.

The Demand—Supply Automation and the Transaction Automation steps play a central
role in business automation and they may have significant impact on the overall perfor-
mance of the e-business system. In the next section we will describe how knowledgeable
objects can be used to make the formulation and mapping of business demands and sup-
plies into transactions autonomous and efficient.

2.3.  Representation of business demands and supplies via knowledgeable objects
In the current e-business systems, data about business components such as money, business

parties, activities, and transactions may be stored in database but when the business data
are hidden primarily in document files, e-mails, etc. we would need to retrieve and then
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Figure 3. Business demands/supplies, transactions, and implementations with knowledgeable objects.

input them into the database before having them processed by other application programs.
The KOs can be used to reduce the overheads of this preprocessing step. Since a KO can be
generated to represent data items in different formats as explained in Section 2.1, we can
use KOs to represent the business demands and supplies as follows. First, the definitions
of demands or supplies are defined based on the business logistics and the contexts. The
requirements for a KO to become a demand or supply are based on the values of its data
which include its keys and its attributes. For instance, an e-mail represented by a KO with
Kg = {kql, k42, ...} and attributes ATTy = {Aq41, A2, ...} (Figure 1) is a demand D*
to see Ms.X from Mr.Y if the words “Ms.X”, “see” or “meet” or “appointment”, etc. can
be found in K; with the orders, frequencies, and structure characteristics shown in the
attributes from ATT satisfied some given thresholds. Meanwhile, a KO which represents a
schedule in the PDA of Ms.X can turn into a supply S* to make an appointment with Mr.Y
if its keys K and attributes ATT; satisfy some given corresponding requirements. Hence,
the knowledgeable objects can be used to represent business data in general which will
become business demands or supplies when their data achieve some given states defined for
specific business activities and transactions. Since KOs are independent and autonomous
programs they are suitable for representing distributed business data which may contain
demands or supplies at different locations in a distributed large-scale business system as
shown in the scenario above. An example of using knowledgeable objects for representing
demands and supplies among other business components is shown in Figure 3.

The procedure of business automation which includes the formulation of demands and
supplies using KOs can be formulated as the following:
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Given: ( business objects: O = {01, Oz, ..., Og}; a set XS of states; a set of system
operations OQ; a set IR of self-interaction rules for KOs; a definition Dfd of demands; a
definition Dfs of supplies; a definition Dft of transactions; a set FR of transaction formation
rules for demands and supplies; a set RR of firing rules for implementing transactions.

Business automation cycle consists of:

Data Automation: Generate and update O; € O = {01, 02,...,0¢},i=1,..., 0,

Analysis Automation: Let O ={0y, Oa, ..., Og}— [IR]— 0 ={0y, Oy, ..., O¢'},

e D-S Automation: Define O ={Oy, Oy, ..., O¢/} — [Dfd, Dfs] — {Dy, D, ..., Dy}
U {51, $2,..., 8k}

e Transaction Automation: {D1, D3, ..., Dg} U {51, S2, ..., Sk} — [Dft] — {Try, Tro,
e, TI‘R},

¢ Implementation Automation: Tr; — [RR] — {O1,1, ..., O1m1},..., Trr = [RR] —

{Or15 .., OM,mR)

where O; is a knowledgeable object, D; is a demand, S; is a supply, Tr; is a transaction
and A — [R] — B means a transformation from A to B by the rules given in R.

Thus, business data represented by KOs are transformed through the changes of KO
states and features. The demands {Dy, D», ..., Dg} and supplies {S1, $2, ..., Sk} are ac-
tually hidden in the knowledgeable objects {O1, Oz, ..., Og} before they are discovered
by the rules given in Dfd and Dfs. In other words, the formulation of demands and supplies
is carried out via the interaction of KOs which change the states and features of KOs. Once
the states and the features of KOs satisfy specific requirements defined in Dfd and Dfs the
given KOs are recognized as the representatives of the corresponding business demands
or supplies as {Dy, D2, ..., Dy} and {S1, S2, ..., Sk}. A KO can represent a business
data item which may contain at the same time several demands or supplies in different
transactions simultaneously. The KOs run within a middleware whose components and
architecture will be depicted through the next sections. The KO states, operations, and in-
teractions are the foundation for forming the demands and supplies. They can be described
as the follows.

States and operations of knowledgeable objects KO may have the following states XS =
{X-new, X-act, X-bus, X-pas, X-ter} stands for new, active, busy, passive, and terminated
states. When an object O; is in the active state it can implement its internal instructions IR
and interact with the other object O; by implementing exported instructions from O, and
let object O implement the exported instructions of O;.

In the context of business automation, the system has the following operations on
business objects {O1, Oz, ..., Op}: {Creation; Activation; DisActivation; Interaction;
Termination} = {CrO, AcO, DiO, InO, TeO}. The Creation operation CrO(BD) gen-
erates a new KO for a data item based on the creation rules CR: {BD, BK} — [CR] —
0; € O = {04, 0y, ..., Og}. The newly created KO is put in the KO-base of BKOAS
in a non-volatile memory. The Activation operation AcO(O) on an object loads the given
object to the KO-pool in the main memory which contains the active objects. Once the
object is in the KO-pool it runs as a thread. The DisActivation operation DiO(O) moves
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Figure 4. States and operations of KOs.

an object back to the KO-base from the KO-pool. The Interaction Operation InO(Q) sets
the given object ready for interaction with other objects. The Termination operation TeO
ends KO and may produce the corresponding data or knowledge based on the creation rules
TR: O — [CR] — {BD, BK}. Figure 4 shows how the states of KO are transformed from
one to another and which operation is involves in those transformations.

KO interactions While in the X-act active state an object O; runs its internal instruc-
tions and is waiting for a system operation or an interaction with the other objects:
<X-act> = {<Running>, <Interaction>}. In the <Running> mode, the object O; can be set
to one of the following: {<Waiting>, <Self-Transformation>}. In <Waiting> it updates the
keys {k1, k2, ...} based on the changes in the data item DT;. In <Self-Transformation>
it may change the data and the info in the object itself depending on the its internal in-
structions. In the <Interaction> mode, the object may be set to one of the following sub-
I-operations: {Merge, Exchange, Multiplication}. These sub-operations are carried out
under the Interaction operation InO as described in Figure 5.

In the Merge mode: the merge operation MeO combines the given object with other
active objects based on the merge rules MeR which define the conditions of the kinds of
objects and in which situation can be merged, MeO: O — [MeR] — O, new objects
may appear after merging. In the Multiplication mode: the multiplication operation MuO
multiplies an active object into a group of the same objects, based on the multiplication
rules MuR, which may require the presence of some other objects as the stimulant of the
multiplication, MuO : O — [MuR] — O. In the Exchange mode: the Exchange operation
ExO let the given object O; to implement the exported instructions from other object O
and vice verse based on the Exchange rules ExR, ExO: O — [ExR] — O.

For instance, a data item Data-k contains a business demand D-k and a data item Data-k
contains a business supply D-k. The corresponding objects which are generated are Oy
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and Oy. If Oy and Oy, satisfy the transaction rules then Oy and Oy will result a trans-
action when they interact with each other through one of the I-operations. We may have
{Ok, O3} — [MeR, TR] — O; where O; is an object representing the transaction. If
nothing else is needed then the transaction is implemented by firing the given object
0;:0; — [RR] — Data-T to produce the necessary data Data-T which specifies that
the transaction is completed. The firing is done either via the termination operation TeO or
via the <self-transformation> in the <Running> mode.

In the dynamic cases when there may appear a new or additional requirement, i.e. the TR
is changed, the new requirement then is represented as an object O;. Once the requirement
is satisfied or O is fired it will change the features of object Oy so that O; and Oy can form
an additional transaction, then we have {O;, O;} — [MeR, TR] — Oy and so far. If we
use E(Ox, Oy)|{R} as a notation of the outcome of the interaction between Oy and Oy, un-
der the rule R then we have: E(Ok, Op)|{Mer, TR} = O; and E(O;, Os)|{Mer, TR} = O,.

KO awareness and invisibility The concepts of the awareness and the invisibility of KOs
are needed to reduce the scope of KO interactions. When the business system is large and
distributed the number of KOs and the communication overheads could be very high. If
each KO is able to interact with all other KOs in the system then the time a KO may need to
interact with all other KOs to select its match could be much more than the time constraint
of the request represented by the given KO. In this case, a system of N = 1,000,000 of
KOs would have to handle 107 - (107 — 1)/2 or more than 10'3 interactions at a time!
Therefore, it is essential that the system can be able to control and adjust the number of the
interactions at a time based on the currently available resources.

In order to achieve this goal we add a characteristic called awareness to the KOs. A KO
can interact with the other KOs only if they are aware or visible of those objects. If a KO
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is not aware by the other KOs then it is invisible to the others. In more details, this concept
can be used to regulate the interaction scope of the KOs by the following rules:

Awareness—Interaction Principles:

o If two objects O; and O; are invisible (when they are not aware of each other) they
cannot interact with each other:

AIP-1: 0;!00; = E(0;, 0)[R=92, VR.

o The two objects O; and O; are interactive if they are active, aware of each other, and
their features satisfy one of the I-operation rules: MeR, MuR, ExR.

ATIP-2:  §(0;) = X-act; S(0;) = X-act; 0;00;
= E(0i, 0)|(MeR|MuR|[ExR) =To, Io e {MeO, MuO, ExO}.

e In AIP-2: if all MeR, MuR, ExR are satisfied then these operations will be carried out
based on their priorities. For example, if ExO has the highest priority among {ExO,
MuO, MeO} then the operation ExO will occur:

AIP-3: To: P(lo) = MAX(P(MeO), P(MuO), P(ExO)),

where P(x) is the priority function.

e If there are several objects which qualify for the same I-operation with the given ob-
ject O; then the partner object will be chosen among the candidates based on object
priorities, in the simplest case it could be first-come-first-serve.

e The two objects O; and O; are non-interactive or inert if their features do not satisfy
any of the T-operation rules: MeR, MuR, ExR. Then, no interactions will occur even if
they are aware of each other (see Figure 6).

Thus, the awareness degree defines the interaction scope of objects. By making a num-
ber of other KOs invisible from a given KO we can reduce the computation complexity
and the work load of the given KO. In ASTAM we build the aware rules based on the
smart distance concept proposed in [Ye et al., 59]. The object awareness network OAN
is maintained by the KO-services which updates the smart distances between objects in

0 ={04, 02, ..., Og} through an awareness matrix:
1) ... d1,0(0)
Y(t) = :
dp.1() ... 8¢,0@)

The objects are aware of each other if their features satisfy the aware rules AR. In the
simple case AR can be stated as the following: if the smart distance between objects O;
and O; at the time moment tis 8; ; and ; ; < Riim then O; and O; are aware of each other:
0;<0;. Thus, an object O; can “see” a number of objects in its visible zone as shown in
Figure 6, the other objects are invisible and therefore will not be included in the candidate
list for interaction with O;. By adjusting the awareness degree Ry, we can change the
scope of the object interaction.
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Figure 6. Visible and invisible zones of KOs.
3. Modeling e-business values with intervals

One of the key issues in mapping business demands and supplies is to represent and model
their business values. In e-business systems the value of a business component, business
object, or transaction can be evaluated by different criteria and by different knowledge
sources. Assume that there are X objects to be evaluated by M criteria and by N experts:

e 0={01,0,,...,0x},
e C={C1,C,...,Cu},
PY E={E1,E2,---7EN}-

Let Fw(Oy, Cw, Ey), where O, € O, x=1,...,. X, C, e CCm=1,.... M} E, € E,
n = 1,..., N, be the value function which returns a value w[x, m, n] of the object Oy
evaluated by the expert E, and by the criterion C,,. An example of these values is shown
in Figure 7 through a 3-D illustration where the coordinators of circles show the sources
of evaluation and the circle radiuses show the absolute values for the given object. Experts
may use different domains and scales for different criteria. If W is the global domain
for business values and W)} is a subdomain by criterion C,, given by expert E,, then we
have:

N M
0.c.e) S w=JJw.

n=1m=1
The experts can have different accreditation levels AE(m,n), n = 1,...,N, m =
1,..., M, for each field represented by a criterion. For instance, a human specialist may
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Figure 7. Multi-dimension business values.

have much higher accreditation in evaluating applicants through interviews compared with
a software which reads CVs of the applicants. However, a software may have higher ac-
creditation than a human accountant in detecting math errors in structured accounting data-
base or documents such as tax forms.

In evaluating a business object by different criteria, each criterion C,, may have differ-
ent degree of importance IC(m) = k,,, m = 1,..., M. Thus, even by only one criterion,
a business object Oy, x = 1,..., X, has multiple values: {w[x, m, 1], w[x,m,2],...,
wlx, m, N1} given by N experts with different accreditation levels: {AE(m, 1), AE(m, 2),
..., AE(m, N)}. These values are called absolute since experts may use their own mea-
surements and scales. In order to be able to compare these values we need to unify them
in the same measurement and scale. We use the following function Rw(Oy, Cy,, E,) =
v[x, n, m] to convert the absolute values into the compatible values:

wlx, n, m] — (Max{Fw(Ox, Cp,, E)} + Min{Fw(Oy, Cy,, E)})/2

v[x,m,n]=2 ; (1)
Max{Fw(Ox, Cy, E)} — Min{Fw(Oy, Cy,, E)})

The domains are converted as the following:

Wrrrli|n=1,...,N,m=1 ..... M V= (=1, +1].

The next step in modeling business values is to represent these multiple values,
which are given by different experts, by a single quantity. A traditional and simple
method is to use an average value of {v[x,m, 1], v[x, m, 2], ..., v[x, m, N1} and treat
{AE(m, 1), AE(m,2), ..., AE(m, N)} as their weights {A]*, AT, ..., A7}. However, such
approach may loose information as many different distribution of these values may have
the same average, for example, 99+ 1 = 49+ 51. Besides, in a dynamic environment when

the values and the accreditation levels can be changed frequently if we combine these val-
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Figure 8. Multi-value business quantity represented by IVN.

ues into one single value immediately. Later, at the mapping moment, this value may not
reflect the current situation at that time.

Therefore, we propose to use interval-value numbers (IVN) to represent these multiple
values of a quantity. IVN is a special data type which can be built to have a memory and
to be accumulative rather than just to show the current value at a given moment [Dubois
and Prade, 15; Kreinovich, 32; Pham, 42]. Examples of IVN which represent the business

values of object Oy, x =1, ..., X, by Cy,, is shown in Figure 8 and can be represented as
the following:
N
VN, = | (vig, m, n], A7). 2)
n=1

The use of IVN also allows us to represent the incomplete data. The data incompleteness
may be represented by probability or rough intervals, however none of them have memory
and ability to accumulate the past values.

The values of business objects are now represented in IVN of the same scale, the same
data type, and therefore are compatible. However, each IVN has multiple values with
different distributions. We cannot use regular mathematical comparison rules, which work
for exact numbers, to compare these INVs. Thus, we will propose a special mechanism to
compare IVNs. This mechanism is described in the next section.

4. Interval-valued mapping

The problem of mapping business objects from a set, whose values are represented by
TVNs, to the objects in this set can be stated as follows.

Given: (i) X objects {01, Oz, ..., Ox} = O; (ii) a set of criteria C = {C,C2, ..., Cp}
whose importance are estimated as {kq, k2, ..., kyr} = K, respectively; (iii) each object
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O, has a business value I (x, m) by a criterion C,,, wherex = 1,..., X, m=1,..., M;
(iv) rules, which define what the mapping degree u(0, — Oy+,m) = (I(x,m) &
I (x*, m)) of the transaction between O, and O+ should be if I (x, m) maps other I (x*, m)
which is denoted as O, — Oy, where @ is the mapping operator, which is + in the simple
case.

Requirements (one of the following):
e Competitive local mapping: to maximize the mapping degrees of mapped transactions:

x*={1,..., X}\x
Vx: u(Ox — Oyxx, m) — MAX or > LIM,
Ox = Ox*

where LIM is some given limit.
e Cooperative global mapping: to maximize the number of mapped transactions or to
maximize the total degree (values) of all mapped transactions.

X
Z,u(Ox — Ox*’m)|0x»—>0x* — MAX.

x=1

e Combined mapping: to have a good balance between the competitive local and the global
cooperative mapping.

In this paper we will focus on the local competitive mapping with MAX degrees. Regard-
less of the requirement type we need to build a measurement system and a mechanism to
evaluate the mapping degree (Or — Ox=, m) of any two objects O, and Ox= based on
the IVN values: I (x,m) and I (x*, m),m =1,..., M.

Mapping measurement is a key issue in mapping evaluation. There exit several measure-
ment methods which work with exact numbers: (i) correlation coefficients [Everitt, 16],
(i) distance measures [Everitt, 16], (iii) associate coefficients [Everitt, 16], (iv) probabilis-
tic similarity coefficients [Everitt, 16]. However, these measurement mechanisms cannot
sufficiently reflect business relationship represented in IVNs. For example, if 1 means the
highest wish to buy, —1 means the highest wish to sell, and 0 means no interest to sell or
buy, then if we use (i) or (iii) we have 1 + (—1) = 0.1 4+ (—0.1) which means the result
of a business meeting of a person who wants to buy a thing desperately and a person who
wants to sell this thing desperately would be the same as the result when two persons with
almost no interest to buy or to sell. That is obviously not true. Method (iv) is not practical
because we would not have enough information to define the probabilities. Method (ii)
work with exact numbers but cannot be applied for IVNs.

Therefore, we propose to define the mapping degree of two objects Oy and O, which
have mapping values 83" and 85" as the following:

Max (|31, 187]) - Ln(8" — &7] + 1)

n —
IMD;; (x, y) = BT+ 1+ Sign (37 < 5)

3

Examples of these values are shown in Figure 9 in different cases: opposite-different
(1-11); opposite-same (11-22); random (22—40).
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Figure 9. Mapping degrees of IVN.

Then, the combined mapping degree, by all criteria is:

M
R(x,y) =Y k" -IMD"(x, ). (4)

m=1

To compare IVN values we use a modified version of the Density-Based Scheme (DBS)
which is based on fuzzy logics and is described in [Pham, 42]. DBS is a special comparison
mechanism for general IVNs based on frequency with no peak and when the number of
experts N is small (<100). In applying DBS the expert accreditation levels are treated as
value frequencies of an IVN. The original Density-Based Scheme in [Pham, 42] returns
comparison degrees D(/Iy, I) € [—oo, +o00] for an IVN pair (I, /). However, we will
use a modified version that returns degrees D € [—1, 1] to avoid over-bounded numbers. In

summary, the competitive mapping mechanism for a set of X IVNs is carried out through
the following steps:

1. Define mapping values:
form=1,..., M:
forx=1,..., X:
define 87, based on (2);
2. Define mapping degrees:
forx =1,..., X: (in parallel)
fory=1,..., X\x: (in parallel)
form=1,..., M:
{fforn=1,...,N:
define IMD? (x, y) based on (3);
define IMD™ (x, y);
}
3. Compare mapping degrees:
form=1,..., M:
forx =1,..., X: (in parallel)
fory=1,..., X\x: (in parallel)
calculate D degrees by DBS for IMD™ (x, y);
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4. Ranking comparison mapping degrees:
forx =1,..., X: (in parallel)
fory=1,...,X \x (in parallel)
form = 1 , M:
MP(x) = z: R(x, ) > R, y)|y=1,..., X* (valid X);
5. The result of mapping is:
Ox = Omp)lx=1,...X-

5. Agent-based architecture for automated mapping

In developing an agent-based autonomous mapping system (AMS) we use KOs to repre-
sent business data and build other agents for coordinating KOs to map business demands
and supplies into matched pairs for transactions. AMS consists of two main parts: (i) mid-
dleware KOM which support KOs with general services, and (ii) mapping supporter MS
which coordinates the KOs, containing business demands or supplies, to map demands and
supplies into transactions. The middleware KOM and the mapping supporter MS can be
described as follows.

5.1. Middleware KOM

In order to keep the passive objects, to run the active objects, and to arrange object
interaction, the middleware KOM has the following components: {KO-generator, KO-
Services(Names, Distance), KO-base, KO-pool, System-KnowledgeBase} and has a struc-
ture as shown in Figure 10. The KO-generator produces a KO for each data item or re-
quest. The KOs are registered and given ID by the KO-Services. Depending on the KO
population, KO priorities, and the system capacity KOs are activated in the KO-pool or
are turned into passive state and are stored in the KO-base. The KOs can be switched

5
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Figure 10. KOM components and architecture.
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from the active state in KO-pool into the passive state in the KO-base, and vice versa. The
System-KnowledgeBase contains the interaction and transaction rules, and the system in-
structions for KOs to update their own knowledge. All other components of KOM use the
System-KnowledgeBase for defining their working regulations.

The objects are distributed by two layers: KO-pool for the active ones and KO-base for
the passive ones as shown in Figure 6. The KOs are divided into clusters based on their
distances which are defined by the KO-Services by different criteria. The objects which
are aware of each other interact with each other in a peer-to-peer fashion [Minar, 39]. An
object can interact only with a given number of KOs at a time defined by {MeR, MuR,
ExR}. While it involves with an operation the given object is in the state X-bus. When
there are several objects which can serve as candidates for an interaction with the given
object these objects compete with each other by the competition rule CoR during a given
period of time called time working window TWW.

Protocols:

Checking phase:

1.  O; asks KO-Services for the lists of neighbors LN(O;).

2. KO-Services defines LN(O;) based on the smart distances between O; and the other
objects.

Requesting phase:

3. 0; chooses a selected list of KOs it wishes to interact with.

4. O; sends the requests based on the list and wait for the first arrivred response from a
KO, O; for example.

5. Once aresponse is received the O; stops sending requests and sends the confirmation
to O j-

Selection phase:

6. O; may receive several requests during TWW.

7. Tt chooses a request among the received requests, from O; for example, based on its
own selection rules.

8. Oj sends a response and waits for a confirmation from O;.

Interaction phase:

9. O; sends a confirmation to O}, save the current state and sets its new state to X-bus.

10. Oj receives the confirmation from O; save the current state and sets its new state to
X-bus.

11. O; and O; implement their I-code with the I-instructions to the shared and combined
data parts from both sides.

12. Depending on the permissions O; and O; can read or write the data of each other.

13. The interaction of an object is terminated when its I-instructions are finished.

14. O; and O; go back to the checking phase.

5.2.  Mapping supporter MS

In the previous section we have described the general architecture of the middleware KOM
which supports KOs. In fact, the general model of KOM can support the mapping without
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Figure 11. Agent-based mapping architecture.

any supporter. A study in [Ogston and Vassiliadis, 41] shows that this can be done via pure
peer-to-peer interaction directly between agents which, in this case, are KOs. This method
can provide relatively accurate solutions for one-criterion and one-value case. However,
when pure peer-to-peer architecture is used, computation for a possible mapping 0;-0;
is done twice, one at the O; site and one at the O; site. Since the mapping with multi-
ple criteria and multiple values requires more computation for each candidate pair O;-0,
the computation redundancy may overload the KOs. Therefore, we build a regional sup-
porter for mapping MS to avoid this computation redundancy. The mapping supporter MS
provides mapping-related services to KOs and is a part of the KO-services component of
KOM. Thus, as a trade-off to deal with the bottleneck and the redundancy we divide the
workload of mapping among the KOs and the MS. This is a combination of the peer-to-peer
and the central computing models.

The mapping supporter MS is built based on agents as well. The arguments for using
agents are that agents can carry out calculation competitively and in parallel, and can han-
dle the distributed data and knowledge efficiently. The Internet agent-based architecture
for mapping can be illustrated as in Figure 11. A mapping supporter MS may provide
mapping services and information to a number of KOs. At each site the KOs run under the
KOM'’s support. The interfaces of this system are Web-based (WAM), which allow users
to modify the system easily at any location in case it is needed. For examples, users can
create or delete KOs or agents, specify their locations or migration destination.
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The mapping supporter MS consists of a Mapping Engine and a Mapping database (Fig-
ure 11) which are assisted by system agents. We have two kinds of system agents in this
mapping system: (i) Data Agents, and (ii) Expert Agents, which may reside in the mapping
supporter MS or at the business sites: site-1, site-2, . .., site-P. In addition to these agents
the mapping supporter MS is open for interactions with KOs from the business sites.

The Data Agents are responsible for retrieving data about business environments such
as evaluation criteria {Cy, Ca, ..., Cp}. Root Data Agents are created at the Mapping site
and can be dispatched to the business sites. These traveler-agents can retrieve web-based
documents of these sites locally and transfer data, which are already processed, to the
Mapping Database via their root agents at the Mapping site. This is to reduce the network
traffic.

Compared with the system in [Pham and Sharif, 46] the KOs {01, Oa, ..., Ox} play
the role of the Object Agents. They report their status to the Mapping Engine. In order to
reduce network traffic in case MS and KOs are in different sites KOs may be able to create
its child objects Ocy remotely at the mapping site, which acts as a representative of Oy to
provide up-to-date status of the given object to the Mapping Engine.

The Expert Agents act as the representatives of heterogeneous knowledge sources:
{E1, Ea, ..., Ey} such as human specialists, intelligent software, knowledge-bases, to the
Mapping Engine. Expert Agents receive tasks, which are to evaluate the business objects,
from the Mapping Engine. They transform these evaluation requirements into queries to
the target knowledge sources from {Eq, Ea, ..., Enx}. Expert agents are also responsi-
ble for providing necessary data to their knowledge sources using the Mapping database.
The evaluation results are formed at the knowledge sources and then are transferred to the
Mapping center through the Expert agents.

The Mapping Engine itself is an agent-based system which can be illustrated as in Fig-
ure 12. It defines the set of mapping criteria based on the information provided by Data
Agents, and polls the Expert Agents to get the estimated business values w[x, m, n] by
each criterion Cp,, m=1,..., M.

Requests for mapping come from the object interactions. They trigger the Mapping
Generator which will call the Experts for participation and will form: (i) the data require-
ments, such as types and sources of data based on which the Data Agents are defined, and
(ii) output requirements, such as which criteria will be used, which knowledge sources will
be in the expert panel. Based on the mapping goals (local, global, or combined) provided
by the Object Agents, the exact form of the mapping output will be defined.

Once the sources of data and knowledge, such as Data agents and {Ey, E2, ..., Ex},
the scope of mapping such as O = {0y, 02, ..., Ox}, and the mapping requirements
such as {Cy, Ca, ..., Cy}, are defined, the Mapping Kernel collects the evaluations from
the committed experts by the defined criteria. These absolute business values w[x, m, n],
x=1,...,. X, m=1,...,M,n=1,..., N, are kept updated by the Expert Agents and
the objects. The Mapping Kernel includes a small database, a Data Transformer, a Fuzzy
Ranker, and a Mapping Coordinator. The Data Transformer first converts absolute values
wlx, m, n] into the compatible values v[x, m, n] using formula (1) and then into Interval-
valued numbers by (2) as described in Section 2. Next, the Fuzzy Ranker defines the
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Figure 13. Mapping protocols by agent bidding.

mapping degrees MD,,,(x, y) by (3) and then the combined degree R(x, y) for each pair of
objects.
Then, the Mapping Coordinator selects the most mapped pairs, by a given standard, for

a competitive mapping which is implemented via bidder agents. The bidding protocols are
described in Figure 13.
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6. A case study: the e-city

To provide a heterogeneous, concurrent, and distributed environment for testing the pro-
posed models we build an autonomous business system called “e-city”. This is a complex
virtual and digital business environment with different business scenarios and different
distributions of data. Currently the e-city includes twelve different e-companies (Fig-
ure 14) and many e-citizens. Each e-company provides goods or services. They vary
from e-bank, e-accounting, to e-school, e-entertainment, and e-mayor. Each e-citizen is
managed by a graduate student, we have 30 of them, representing his/her needs or in-
terests. Activities in the e-city involve the most popular issues of e-business: e-trading,
e-management, e-learning, e-services, e-supply chains, and B2B. This e-business environ-
ment provides a various set of heterogeneous business demands and supplies which are
represented via business objects. For examples, all of e-companies and e-citizens would
generate e-business objects representing their different demands on e-accounts of various
kinds. Meanwhile, the e-banks provide e-accounts and therefore would generate e-business
objects representing their supply capacities for e-accounts. In total in the e-city we have a
number of heterogeneous business objects carrying business demands and supplies which
need to be matched into transactions by different criteria. The business logicstics and busi-
ness knowledge in the e-city are stored in the KO-KnowledgeBase and can be changed and
updated via the creation of objects which carry the changes and interact with the Knowl-
edgeBase.

From the trading point of view, the e-city can be viewed as a set of complex transactions
in nested, crossing, and overlapping dynamic supply chains. For example, the e-bank is the
provider and the e-utility is its customer in term of money management. However, in term
of material supply, the e-utility is the provider and the e-bank is its customer. Meanwhile,
they are partners in sharing consuming and credit reports of the e-citizens. In order to

Figure 14. The autonomous business system “e-city”—a case study for ASIAM.
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support the e-companies and e-citizens to conduct their businesses automatically we use
B2B and B2C connectors under the Web interfaces. These connectors are agent-based and
are activated at anytime when a transaction, as a result of mapped business objects, occurs.
Thus, the E-city is a perfect environment and case study for the proposed agent-based
mapping model.

7. Experimental results

In order to investigate how the developed methods in ASIAM with the interval-valued
numbers and the knowledgeable objects as invisible agents can help to improve the perfor-
mance and quality of service of E-business systems we conduct the following experiments
on the interval-valued numbers and the agent invisibility.

7.1.  On the efficiency of interval-valued numbers

We compare the efficiency and correctness in estimating dynamic business values of de-
mands and supplies in using the Interval-based method and without it. In our experiments,
Q = 100 business objects are generated, their business values B(O0;,t),i =1,..., Q, are
changed with a frequency of Rbv times/minute. The mapping degrees are calculated based
on B(O;, t) in two ways: (i) without using IVN where we wait for the new value appears
and then conduct the computation, and (ii) with IVN where the business value is calculated
beforehand based on the past values and the recent trends. In order to measure these meth-
ods we use three criteria: (i) response time 7res—how long it takes to get the mapping
degree from the moment when the new value appears, and (ii) the precision Pre—how
accurate the obtained degrees are compared with what the current latest business values
would produce. Notice that the business values are changing dynamically and it always
take some time to calculate the mapping degrees no mater which mapping method is used.
Therefore, if the business values are obtained at # and we get the mapping degrees at ¢ + d
then those mapping degrees are actually for the # time moment not ¢ + d since business
values may already have new values at the time moment ¢ + d. The results on Tres and Pre
are provided in Tables 1 and 2.

Table 1. Response time (average) on change rate.

Change rate\method With IVN (PC time unit) Without IVN (PC time unit)

0 7098 6997
10 7161 7040
20 7183 7155
30 7285 7180
40 7288 7299
50 7415 7366
60 7512 7468
70 7520 7546
80 7580 7589
90 7689 7658
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Table 2. Precision (average) on change rate.

Change rate\method With IVN (PC time unit) Without IVN (PC time unit)

0 0.955 1.000
10 0.941 0.894
20 0.934 0.889
30 0.923 0.876
40 0.915 0.870
50 0.904 0.862
60 0.896 0.843
70 0.887 0.831
80 0.880 0.827
90 0.869 0.815

Table 3. Mapping efficiency on agent invisibility.

Visibility level Mapping time Number of % change of % change of number
Rvis (%) (K-units) mappings mapping time of mappings
100 117,198 2,074 100.00 100.00
90 83,119 1,908 70.92 92.00
80 75,140 1,649 64.11 79.51
70 49,922 1,501 42.60 72.36
60 43,064 1,241 36.74 59.83
50 28,064 1,071 23.95 51.63
40 16,394 818 13.99 39.46
30 9,057 619 773 29.84
20 4,828 438 4.12 21.11
10 1,061 204 0.91 9.85

It shows that the model which uses IVN has almost the same response times compared
with the one which does not use it, the difference is longer with 0.1-0.3%. However, the
use of IVN provides more accurate results with 1-7% better.

7.2.  On the effectiveness of agent invisibility

In order to investigate the influence of the invisibility of agents we conduct experiments
with 10,000 agents by changing the invisibility level Rvis in the range 10-100% and mea-
sure how the mapping time and the number of mapping pairs would be changed. The
results are shown in Table 3.

It shows that when the visibility level reduces, the number of mapping is also reduced.
However, the mapping time decreases more substantially. In the large-scale systems if we
keep 100% visibility, i.e. each object can “see” all the others then the mapping time is very
long and could be unacceptable. Then, we can reduce the visibility until the mapping time
satisfies the time constraints. For example, if we reduce the visibility to 70% the mapping
numbers reduces 28% but the mapping time would reduce 43%!!! Thus, by regulating the
invisibility of KOs we can make the mapping more flexible and adaptive to the changes
of the requirements or to the system capacity. For example, when the density and the
similarity of the demands and/or supplies are high we can decrease the visibility of KOs to
decrease the mapping time without reducing the mapping quality substantially.
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8. Related works and ASIAM

The general problem of mapping can have various forms and has applications in var-
ious fields such as process and memory management [Alain, 2], pattern recognition
[Banzhaf, 6], image processing [Heckbert, 20], or database management [Rozen, 47], re-
source control in engineering and manufacturing [McMillan, 37], social study [Hamer and
Cunningham, 19], data analysis [Smith, 51], supply chains [Bagchi et al., 5], automated
trading [Dailianas et al., 12], or auctions [Kalagnanam et al., 26].

When the number of mapping criteria is more than one the mapping problem includes
another intricate problem which is how to represent and combine many criteria within one
single evaluation system, especially when the mapping criteria do not relate or are con-
flicting to each other. Multi-criterion mapping becomes extremely complicated when the
mapping criteria cannot be evaluated by exact numbers because of the lack or the lost of
information or because of the nature of the criterion. For examples, it would be difficult to
represent preferences by numbers or it is impossible to predict the exact execution time of
a business process in a dynamic system. These cases represent the most difficult form of
the mapping problem when it involves uncertainty or incompleteness of data and has many
criteria.

In order to solve the given problem we need to deal with several sub-problems:

e Represent incomplete data or the uncertainty.
o Evaluate criteria using representations of their incomplete data or the uncertainty.
e Map members of the set to each other based on the combined evaluation of all criteria.

Because of the complexity of the multi-criterion mapping problem with uncertainty and
incomplete data, in practice, for such situations it usually requires human participation in
making final decision. There are several results for each single sub-problem. However
there have not been efficient solutions when the three sub-problems combine.

In the first sub-problem, incomplete data or uncertainty could be represented by prob-
ability [Hamer and Cunningham, 19; Zhang, 60], fuzzy numbers [Baas, 4; Dubois and
Prade, 15], intervals [Yager and Kreinovich, 58; Nguyen et al., 40], or domains [Volgin
and Levin, 56]. In the second sub-problem, the evaluation of a mapping by many criteria
is carried out based on similarity measurement. There exit several similarity measure-
ment methods which work with exact numbers: (i) correlation coefficients [McMillan, 371,
(ii) distance measures [Everitt, 16], (iii) associate coefficients [Hamer and Cunningham,
19], (iv) probabilistic similarity coefficients [Clifford and Stephenson, 9]. In the third
sub-problem, many mapping algorithms can be used. However, they are based on search
methods with exact numbers only. For examples, Clustering [Meseguer et al., 38], Evalu-
ation Function [Cong and Wu, 11], Genetic Algorithms [Keane, 29], Simulated Annealing
[Kaddoura et al., 36], and Exhausted search [Herrmann, 21].

The proposed ASTAM differs from the other mapping mechanisms in the combination of
using: (i) agents for representing and carrying data, (ii) interval-valued numbers, (iii) fuzzy
ranking and comparison mechanisms for estimating business values, (iv) agent awareness
and invisibility concepts, and (v) agent bidding for concurrent mapping.
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In (i): the use of KO—a simple type of agents to represent each data item makes business
data more active, dynamic to changes, and more interactive compared with the traditional
ways of data representation such as files or databases, as explained in Section 2.

In (ii): the benefits of mapping using interval-valued numbers (IVN) compared with
mapping using exact numbers [De and Roose, 14; Kaddoura et al., 36] are that an IVN
accumulates past values and therefore can show more stable evaluations, if we use an exact
number it would show only the value of a quantity at a time. Besides, IVNs also allow
us to represent and to use the incomplete information such as “in between 5h and 7h” or
“about 3”. Finally, IVN with its multi-value capability is perfectly suitable to the mapping
problem with multiple criteria and multiple experts.

In (iii): the modified fuzzy ranking mechanism allows ASIAM to rank quantities given
in interval-valued numbers, while the traditional ranking mechanisms cannot.

In (iv): the agent invisibility concept allows us to dynamically regulate the scope of
KO interactions and therefore helps to adjust the computation complexity, work load, and
overheads of mapping KOs to the current system capacity in large-scale and distributed
systems.

In (v): the differences of ASIAM compared with the mapping models without agents
[Kaddoura et al., 36; Herrmann, 21; Irvin et al., 24; Keane, 29; De and Roose, 14] are
that agents enable concurrent mapping and make the mapping results more responsive
and more reflective to the dynamic changes in the e-business environment. Besides, the
competitive mapping through agent bidders in ASTAM also reduces the complexity of the
mapping process. Finally, agents make the mapping process more autonomous, mapping
requirements and outputs are generated automatically without human intervention. This
feature is essential in autonomous e-business processes and systems.

In summary, the proposed ASTAM is different from the other agent-based mapping sys-
tems such as [Huhns and Singh, 23; Dailianas et al., 12; Sycara et al., 55; Collins et al., 10;
Gates and Nissen, 17] in using the interval-valued numbers and fuzzy ranking for rep-
resenting and processing heterogeneous and related demands and supplies with multiple
criteria. Besides, in ASTAM the KOs—agents are used to represent each single data item
as a combined representation-processing tool with a one-to-one style while most other
models build an agent for processing many data items, as a processing tool rather than as
a representation tool and with a one-to-many style. While the approach of ASTAM makes
data more active and self-processing it also leads to a side effect—a possible very high
number of KO-agents which would require much more system resources compared with
the other agent-based systems. That is why we propose the agent invisibility concept to
decrease the scope of KO interactions when it is necessary, or in other words, to regulate
the KO-agents activities and therefore to adjust the system work load in accord with the
system capacity.

9. Conclusion

We have proposed an autonomous system, ASTAM, for dynamic mapping of demands and
supplies with multiple criteria and multiple values in business Internet-based systems. The
use of interval-valued numbers and fuzzy ranking for representing and clustering dynamic
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business data allows us to include various kinds of business requests as demands and sup-
plies, from selling and buying in trading to task assignments in management. In order to
carry these heterogeneous demands and supplies in distributed business systems we devel-
oped light-weight agents with simple structure called knowledgeable objects. The agent
awareness and invisible concepts are used to control the scopes of KO interaction and
activities so that the workload dynamically meets the system capacity and the data distrib-
utions. Then, a distributed and autonomous mapping mechanism is implemented via agent
biddings under the supports of system agents. The experimental results and our analysis
shows that this combination of agent-based processing and interval-based representation
not only meets the distributed, heterogeneous, and dynamic tendencies of e-business sys-
tems but also makes the mapping process more autonomous and effective.

This mapping system can be used in various e-business scenarios and systems, from in-
ner organization management, e-marketplace, to supply chains, or inter organization man-
agement. Even though ASAIM is designed primarily for business systems it can also be
applied to the mapping problem in other areas, such as dynamic control, scheduling, plan-
ning, pattern recognition, and other systems for data analysis and processing, where the
data may be in different formats, locate in different locations, change dynamically, and
may be incomplete.

The limitations of the current version of ASIAM are that while IVN can represent in-
complete and conflicting data the system cannot handle conflicts at the agent level, it cannot
recognize repeated demands and supplies, the interaction and the distance calculation over-
heads between KOs are high, and it would not be efficient when the demands or supplies
are all substantially different from each other.

To improve the current system many further studies are needed such as: mapping algebra
for reducing computation time, cooperation mechanisms for more efficient use of system
agents, making the KOs—Ilight-weight and invisible agents more reactive using the agent
gender concepts in [Pham and Nguyen, 45], and more investigation on smart distance and
agent awareness to reduce the distance calculation and increase the efficiency of invisibility
concept.
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